


Chapter 1
COMPUTATIONAL GEOMETRY

These are just three examples of geometric problems requiring carefully de-
signed geometric algorithms for their solution. In the 1970s the field of compu-
tational geometry emerged, dealing with such geometric problems. It can be
defined as the systematic study of algorithms and data structures for geometric
objects, with a focus on exact algorithms that are asymptotically fast. Many
researchers were attracted by the challenges posed by the geometric problems.
The road from problem formulation to efficient and elegant solutions has often
been long, with many difficult and sub-optimal intermediate results. Today there
is a rich collection of geometric algorithms that are efficient, and relatively easy
to understand and implement.

This book describes the most important notions, techniques, algorithms,
and data structures from computational geometry in a way that we hope will be
attractive to readers who are interested in applying results from computational
geometry. Each chapter is motivated with a real computational problem that
requires geometric algorithms for its solution. To show the wide applicability
of computational geometry, the problems were taken from various application
areas: robotics, computer graphics, CAD/CAM, and geographic information
systems.

You should not expect ready-to-implement software solutions for major
problems in the application areas. Every chapter deals with a single concept in
computational geometry; the applications only serve to introduce and motivate
the concepts. They also illustrate the process of modeling an engineering
problem and finding an exact solution.

1.1 An Example: Convex Hulls

Good solutions to algorithmic problems of a geometric nature are mostly based
on two ingredients. One is a thorough understanding of the geometric properties
of the problem, the other is a proper application of algorithmic techniques and
data structures. If you don’t understand the geometry of the problem, all the
algorithms of the world won’t help you to solve it efficiently. On the other hand,
even if you perfectly understand the geometry of the problem, it is hard to solve
it effectively if you don’t know the right algorithmic techniques. This book will
give you a thorough understanding of the most important geometric concepts
and algorithmic techniques.

To illustrate the issues that arise in developing a geometric algorithm, this
section deals with one of the first problems that was studied in computational
geometry: the computation of planar convex hulls. We’ll skip the motivation
for this problem here; if you are interested you can read the introduction to
Chapter 11, where we study convex hulls in 3-dimensional space.

A subset S of the plane is called convex if and only if for any pair of pointsconvex not convex
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p,q ∈ S the line segment pq is completely contained in S. The convex hull
CH(S) of a set S is the smallest convex set that contains S. To be more precise,
it is the intersection of all convex sets that contain S.2
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We will study the problem of computing the convex hull of a finite set P
of n points in the plane. We can visualize what the convex hull looks like by a
thought experiment. Imagine that the points are nails sticking out of the plane,
take an elastic rubber band, hold it around the nails, and let it go. It will snap
around the nails, minimizing its length. The area enclosed by the rubber band
is the convex hull of P. This leads to an alternative definition of the convex
hull of a finite set P of points in the plane: it is the unique convex polygon
whose vertices are points from P and that contains all points of P. Of course
we should prove rigorously that this is well defined—that is, that the polygon is
unique—and that the definition is equivalent to the one given earlier, but let’s
skip that in this introductory chapter.

How do we compute the convex hull? Before we can answer this question we
must ask another question: what does it mean to compute the convex hull?
As we have seen, the convex hull of P is a convex polygon. A natural way
to represent a polygon is by listing its vertices in clockwise order, starting
with an arbitrary one. So the problem we want to solve is this: given a set
P = {p1, p2, . . . , pn} of points in the plane, compute a list that contains those
points from P that are the vertices of CH(P), listed in clockwise order.
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input = set of points:

output = representation of the convex hull:
p4, p5, p8, p2, p9

Figure 1.1
Computing a convex hull

The first definition of convex hulls is of little help when we want to design
an algorithm to compute the convex hull. It talks about the intersection of all
convex sets containing P, of which there are infinitely many. The observation
that CH(P) is a convex polygon is more useful. Let’s see what the edges of
CH(P) are. Both endpoints p and q of such an edge are points of P, and if we
direct the line through p and q such that CH(P) lies to the right, then all the
points of P must lie to the right of this line. The reverse is also true: if all points
of P\{p,q} lie to the right of the directed line through p and q, then pq is an
edge of CH(P).

p q

Now that we understand the geometry of the problem a little bit better we can
develop an algorithm. We will describe it in a style of pseudocode we will use
throughout this book.

Algorithm SLOWCONVEXHULL(P)
Input. A set P of points in the plane.
Output. A list L containing the vertices of CH(P) in clockwise order.
1. E ← /0.
2. for all ordered pairs (p,q) ∈ P×P with p not equal to q
3. do valid ← true 3
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4. for all points r ∈ P not equal to p or q
5. do if r lies to the left of the directed line from p to q
6. then valid ← false.
7. if valid then Add the directed edge

→
pq to E.

8. From the set E of edges construct a list L of vertices of CH(P), sorted in
clockwise order.

Two steps in the algorithm are perhaps not entirely clear.
The first one is line 5: how do we test whether a point lies to the left or to the

right of a directed line? This is one of the primitive operations required in most
geometric algorithms. Throughout this book we assume that such operations
are available. It is clear that they can be performed in constant time so the
actual implementation will not affect the asymptotic running time in order of
magnitude. This is not to say that such primitive operations are unimportant or
trivial. They are not easy to implement correctly and their implementation will
affect the actual running time of the algorithm. Fortunately, software libraries
containing such primitive operations are nowadays available. We conclude that
we don’t have to worry about the test in line 5; we may assume that we have a
function available performing the test for us in constant time.

The other step of the algorithm that requires some explanation is the last one.
In the loop of lines 2–7 we determine the set E of convex hull edges. From E we
can construct the list L as follows. The edges in E are directed, so we can speak
about the origin and the destination of an edge. Because the edges are directed

!e1

!e2

destination of !e1
= origin of !e2

origin of !e1

such that the other points lie to their right, the destination of an edge comes
after its origin when the vertices are listed in clockwise order. Now remove
an arbitrary edge !e1 from E. Put the origin of !e1 as the first point into L, and
the destination as the second point. Find the edge !e2 in E whose origin is the
destination of !e1, remove it from E, and append its destination to L. Next, find
the edge !e3 whose origin is the destination of !e2, remove it from E, and append
its destination to L. We continue in this manner until there is only one edge left
in E. Then we are done; the destination of the remaining edge is necessarily the
origin of !e1, which is already the first point in L. A simple implementation of
this procedure takes O(n2) time. This can easily be improved to O(n logn), but
the time required for the rest of the algorithm dominates the total running time
anyway.

Analyzing the time complexity of SLOWCONVEXHULL is easy. We check
n2 − n pairs of points. For each pair we look at the n− 2 other points to see
whether they all lie on the right side. This will take O(n3) time in total. The
final step takes O(n2) time, so the total running time is O(n3). An algorithm
with a cubic running time is too slow to be of practical use for anything but the
smallest input sets. The problem is that we did not use any clever algorithmic
design techniques; we just translated the geometric insight into an algorithm in
a brute-force manner. But before we try to do better, it is useful to make several
observations about this algorithm.

We have been a bit careless when deriving the criterion of when a pair p,q
defines an edge of CH(P). A point r does not always lie to the right or to the4
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left of the line through p and q, it can also happen that it lies on this line. What
should we do then? This is what we call a degenerate case, or a degeneracy for
short. We prefer to ignore such situations when we first think about a problem,
so that we don’t get confused when we try to figure out the geometric properties
of a problem. However, these situations do arise in practice. For instance, if
we create the points by clicking on a screen with a mouse, all points will have
small integer coordinates, and it is quite likely that we will create three points
on a line.

To make the algorithm correct in the presence of degeneracies we must
reformulate the criterion above as follows: a directed edge

→
pq is an edge of

CH(P) if and only if all other points r ∈ P lie either strictly to the right of the
directed line through p and q, or they lie on the open line segment pq. (We
assume that there are no coinciding points in P.) So we have to replace line 5 of
the algorithm by this more complicated test.

We have been ignoring another important issue that can influence the correctness
of the result of our algorithm. We implicitly assumed that we can somehow
test exactly whether a point lies to the right or to the left of a given line. This
is not necessarily true: if the points are given in floating point coordinates and
the computations are done using floating point arithmetic, then there will be
rounding errors that may distort the outcome of tests.
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Imagine that there are three points p, q, and r, that are nearly collinear, and
that all other points lie far to the right of them. Our algorithm tests the pairs
(p,q), (r,q), and (p,r). Since these points are nearly collinear, it is possible that
the rounding errors lead us to decide that r lies to the right of the line from p to
q, that p lies to the right of the line from r to q, and that q lies to the right of the
line from p to r. Of course this is geometrically impossible—but the floating
point arithmetic doesn’t know that! In this case the algorithm will accept all
three edges. Even worse, all three tests could give the opposite answer, in which
case the algorithm rejects all three edges, leading to a gap in the boundary of
the convex hull. And this leads to a serious problem when we try to construct
the sorted list of convex hull vertices in the last step of our algorithm. This step
assumes that there is exactly one edge starting in every convex hull vertex, and
exactly one edge ending there. Due to the rounding errors there can suddenly be
two, or no, edges starting in vertex p. This can cause the program implementing
our simple algorithm to crash, since the last step has not been designed to deal
with such inconsistent data.

Although we have proven the algorithm to be correct and to handle all
special cases, it is not robust: small errors in the computations can make it
fail in completely unexpected ways. The problem is that we have proven the
correctness assuming that we can compute exactly with real numbers.

We have designed our first geometric algorithm. It computes the convex hull
of a set of points in the plane. However, it is quite slow—its running time is
O(n3)—, it deals with degenerate cases in an awkward way, and it is not robust.
We should try to do better. 5
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To this end we apply a standard algorithmic design technique: we will
develop an incremental algorithm. This means that we will add the points in P
one by one, updating our solution after each addition. We give this incremental
approach a geometric flavor by adding the points from left to right. So we first
sort the points by x-coordinate, obtaining a sorted sequence p1, . . . , pn, and then
we add them in that order. Because we are working from left to right, it would
be convenient if the convex hull vertices were also ordered from left to right
as they occur along the boundary. But this is not the case. Therefore we first

p1
pn

upper hull

lower hull

compute only those convex hull vertices that lie on the upper hull, which is the
part of the convex hull running from the leftmost point p1 to the rightmost point
pn when the vertices are listed in clockwise order. In other words, the upper
hull contains the convex hull edges bounding the convex hull from above. In a
second scan, which is performed from right to left, we compute the remaining
part of the convex hull, the lower hull.

The basic step in the incremental algorithm is the update of the upper hull
after adding a point pi. In other words, given the upper hull of the points
p1, . . . , pi−1, we have to compute the upper hull of p1, . . . , pi. This can be done
as follows. When we walk around the boundary of a polygon in clockwise order,
we make a turn at every vertex. For an arbitrary polygon this can be both a
right turn and a left turn, but for a convex polygon every turn must be a right
turn. This suggests handling the addition of pi in the following way. Let Lupper

pi

points deleted

be a list that stores the upper vertices in left-to-right order. We first append pi
to Lupper. This is correct because pi is the rightmost point of the ones added so
far, so it must be on the upper hull. Next, we check whether the last three points
in Lupper make a right turn. If this is the case there is nothing more to do; Lupper
contains the vertices of the upper hull of p1, . . . , pi, and we can proceed to the
next point, pi+1. But if the last three points make a left turn, we have to delete
the middle one from the upper hull. In this case we are not finished yet: it could
be that the new last three points still do not make a right turn, in which case we
again have to delete the middle one. We continue in this manner until the last
three points make a right turn, or until there are only two points left.

We now give the algorithm in pseudocode. The pseudocode computes both the
upper hull and the lower hull. The latter is done by treating the points from right
to left, analogous to the computation of the upper hull.

Algorithm CONVEXHULL(P)
Input. A set P of points in the plane.
Output. A list containing the vertices of CH(P) in clockwise order.
1. Sort the points by x-coordinate, resulting in a sequence p1, . . . , pn.
2. Put the points p1 and p2 in a list Lupper, with p1 as the first point.
3. for i ← 3 to n
4. do Append pi to Lupper.
5. while Lupper contains more than two points and the last three points

in Lupper do not make a right turn
6. do Delete the middle of the last three points from Lupper.
7. Put the points pn and pn−1 in a list Llower, with pn as the first point.6
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8. for i ← n−2 downto 1
9. do Append pi to Llower.
10. while Llower contains more than 2 points and the last three points

in Llower do not make a right turn
11. do Delete the middle of the last three points from Llower.
12. Remove the first and the last point from Llower to avoid duplication of the

points where the upper and lower hull meet.
13. Append Llower to Lupper, and call the resulting list L.
14. return L

Once again, when we look closer we realize that the above algorithm is not
correct. Without mentioning it, we made the assumption that no two points have
the same x-coordinate. If this assumption is not valid the order on x-coordinate
is not well defined. Fortunately, this turns out not to be a serious problem.
We only have to generalize the ordering in a suitable way: rather than using
only the x-coordinate of the points to define the order, we use the lexicographic

not a right turn

order. This means that we first sort by x-coordinate, and if points have the same
x-coordinate we sort them by y-coordinate.

Another special case we have ignored is that the three points for which we
have to determine whether they make a left or a right turn lie on a straight line.
In this case the middle point should not occur on the convex hull, so collinear
points must be treated as if they make a left turn. In other words, we should use
a test that returns true if the three points make a right turn, and false otherwise.
(Note that this is simpler than the test required in the previous algorithm when
there were collinear points.)

With these modifications the algorithm correctly computes the convex hull:
the first scan computes the upper hull, which is now defined as the part of the
convex hull running from the lexicographically smallest vertex to the lexico-
graphically largest vertex, and the second scan computes the remaining part of
the convex hull.

What does our algorithm do in the presence of rounding errors in the floating
point arithmetic? When such errors occur, it can happen that a point is removed
from the convex hull although it should be there, or that a point inside the real
convex hull is not removed. But the structural integrity of the algorithm is
unharmed: it will compute a closed polygonal chain. After all, the output is
a list of points that we can interpret as the clockwise listing of the vertices of
a polygon, and any three consecutive points form a right turn or, because of
the rounding errors, they almost form a right turn. Moreover, no point in P
can be far outside the computed hull. The only problem that can still occur is
that, when three points lie very close together, a turn that is actually a sharp
left turn can be interpretated as a right turn. This might result in a dent in the
resulting polygon. A way out of this is to make sure that points in the input
that are very close together are considered as being the same point, for example
by rounding. Hence, although the result need not be exactly correct—but then,
we cannot hope for an exact result if we use inexact arithmetic—it does make
sense. For many applications this is good enough. Still, it is wise to be careful
in the implementation of the basic test to avoid errors as much as possible. 7
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We conclude with the following theorem:

Theorem 1.1 The convex hull of a set of n points in the plane can be computed
in O(n logn) time.

Proof. We will prove the correctness of the computation of the upper hull; the
lower hull computation can be proved correct using similar arguments. The
proof is by induction on the number of point treated. Before the for-loop starts,
the list Lupper contains the points p1 and p2, which trivially form the upper
hull of {p1, p2}. Now suppose that Lupper contains the upper hull vertices
of {p1, . . . , pi−1} and consider the addition of pi. After the execution of the
while-loop and because of the induction hypothesis, we know that the points in
Lupper form a chain that only makes right turns. Moreover, the chain starts at the
lexicographically smallest point of {p1, . . . , pi} and ends at the lexicographically
largest point, namely pi. If we can show that all points of {p1, . . . , pi} that are
not in Lupper are below the chain, then Lupper contains the correct points. Bypi

pi−1

empty region

induction we know there is no point above the chain that we had before pi was
added. Since the old chain lies below the new chain, the only possibility for a
point to lie above the new chain is if it lies in the vertical slab between pi−1 and
pi. But this is not possible, since such a point would be in between pi−1 and pi
in the lexicographical order. (You should verify that a similar argument holds if
pi−1 and pi, or any other points, have the same x-coordinate.)

To prove the time bound, we note that sorting the points lexicographically
can be done in O(n logn) time. Now consider the computation of the upper hull.
The for-loop is executed a linear number of times. The question that remains
is how often the while-loop inside it is executed. For each execution of the
for-loop the while-loop is executed at least once. For any extra execution a
point is deleted from the current hull. As each point can be deleted only once
during the construction of the upper hull, the total number of extra executions
over all for-loops is bounded by n. Similarly, the computation of the lower hull
takes O(n) time. Due to the sorting step, the total time required for computing
the convex hull is O(n logn).

The final convex hull algorithm is simple to describe and easy to implement.
It only requires lexicographic sorting and a test whether three consecutive points
make a right turn. From the original definition of the problem it was far from
obvious that such an easy and efficient solution would exist.

1.2 Degeneracies and Robustness

As we have seen in the previous section, the development of a geometric
algorithm often goes through three phases.

In the first phase, we try to ignore everything that will clutter our understanding
of the geometric concepts we are dealing with. Sometimes collinear points are
a nuisance, sometimes vertical line segments are. When first trying to design or
understand an algorithm, it is often helpful to ignore these degenerate cases.8
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In the second phase, we have to adjust the algorithm designed in the first phase
to be correct in the presence of degenerate cases. Beginners tend to do this
by adding a huge number of case distinctions to their algorithms. In many
situations there is a better way. By considering the geometry of the problem
again, one can often integrate special cases with the general case. For example,
in the convex hull algorithm we only had to use the lexicographical order instead
of the order on x-coordinate to deal with points with equal x-coordinate. For
most algorithms in this book we have tried to take this integrated approach to
deal with special cases. Still, it is easier not to think about such cases upon first
reading. Only after understanding how the algorithm works in the general case
should you think about degeneracies.

If you study the computational geometry literature, you will find that many
authors ignore special cases, often by formulating specific assumptions on the
input. For example, in the convex hull problem we could have ignored special
cases by simply stating that we assume that the input is such that no three
points are collinear and no two points have the same x-coordinate. From a
theoretical point of view, such assumptions are usually justified: the goal is
then to establish the computational complexity of a problem and, although it is
tedious to work out the details, degenerate cases can almost always be handled
without increasing the asymptotic complexity of the algorithm. But special cases
definitely increase the complexity of the implementations. Most researchers in
computational geometry today are aware that their general position assumptions
are not satisfied in practical applications and that an integrated treatment of the
special cases is normally the best way to handle them. Furthermore, there are
general techniques—so-called symbolic perturbation schemes—that allow one
to ignore special cases during the design and implementation, and still have an
algorithm that is correct in the presence of degeneracies.

The third phase is the actual implementation. Now one needs to think about
the primitive operations, like testing whether a point lies to the left, to the right,
or on a directed line. If you are lucky you have a geometric software library
available that contains the operations you need, otherwise you must implement
them yourself.

Another issue that arises in the implementation phase is that the assumption
of doing exact arithmetic with real numbers breaks down, and it is necessary
to understand the consequences. Robustness problems are often a cause of
frustration when implementing geometric algorithms. Solving robustness prob-
lems is not easy. One solution is to use a package providing exact arithmetic
(using integers, rationals, or even algebraic numbers, depending on the type
of problem) but this will be slow. Alternatively, one can adapt the algorithm
to detect inconsistencies and take appropriate actions to avoid crashing the
program. In this case it is not guaranteed that the algorithm produces the correct
output, and it is important to establish the exact properties that the output has.
This is what we did in the previous section, when we developed the convex
hull algorithm: the result might not be a convex polygon but we know that the
structure of the output is correct and that the output polygon is very close to the
convex hull. Finally, it is possible to predict, based on the input, the precision in 9
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the number representation required to solve the problem correctly.
Which approach is best depends on the application. If speed is not an issue,

exact arithmetic is preferred. In other cases it is not so important that the result
of the algorithm is precise. For example, when displaying the convex hull of a
set of points, it is most likely not noticeable when the polygon deviates slightly
from the true convex hull. In this case we can use a careful implementation
based on floating point arithmetic.

In the rest of this book we focus on the design phase of geometric algorithms;
we won’t say much about the problems that arise in the implementation phase.

1.3 Application Domains

As indicated before, we have chosen a motivating example application for every
geometric concept, algorithm, or data structure introduced in this book. Most of
the applications stem from the areas of computer graphics, robotics, geographic
information systems, and CAD/CAM. For those not familiar with these fields,
we give a brief description of the areas and indicate some of the geometric
problems that arise in them.

Computer graphics. Computer graphics is concerned with creating images
of modeled scenes for display on a computer screen, a printer, or other output
device. The scenes vary from simple two-dimensional drawings—consisting of
lines, polygons, and other primitive objects—to realistic-looking 3-dimensional
scenes including light sources, textures, and so on. The latter type of scene can
easily contain over a million polygons or curved surface patches.

Because scenes consist of geometric objects, geometric algorithms play an
important role in computer graphics.

For 2-dimensional graphics, typical questions involve the intersection of
certain primitives, determining the primitive pointed to with the mouse, or deter-
mining the subset of primitives that lie within a particular region. Chapters 6, 10,
and 16 describe techniques useful for some of these problems.

When dealing with 3-dimensional problems the geometric questions be-
come more complex. A crucial step in displaying a 3-dimensional scene is
hidden surface removal: determine the part of a scene visible from a particular
viewpoint or, in other words, discard the parts that lie behind other objects. In
Chapter 12 we study one approach to this problem.

To create realistic-looking scenes we have to take light into account. This
creates many new problems, such as the computation of shadows. Hence,
realistic image synthesis requires complicated display techniques, like ray
tracing and radiosity. When dealing with moving objects and in virtual reality
applications, it is important to detect collisions between objects. All these
situations involve geometric problems.

Robotics. The field of robotics studies the design and use of robots. As robots
are geometric objects that operate in a 3-dimensional space—the real world—it10
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